
Enhancing Targeting in CRM Campaigns
through Explainable AI

Teoman Berkay Ayaz1[0000−0003−4318−7357], Muhammet Furkan
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Abstract. Modern customer relationship management (CRM) solutions
are vital to firms because they streamline the administration of customer
interactions, sales processes, and marketing initiatives. To fully exploit
the potential of massive volumes of customer data, these platforms need
help from AI techniques to quickly evaluate and extract useful insights,
personalize customer experiences, and optimize decision-making to im-
prove business outcomes. This study delves into the use of explainable
AI methods like SHAP, LIME, and ELI5 to analyze CRM campaign out-
comes. The purpose of this research is to discover essential traits that
serve as indications for successful targeting by analyzing a dataset that
captures the results of customers’ interactions with campaign content as
responder or non-responder. Using these methods improves interpretabil-
ity and closes the gap between AI-driven decision-making and human
understanding. The findings add to the field by offering clear rationales
for consumer actions, which in turn helps companies fine-tune their tar-
geting tactics and boost the efficiency of their campaigns. This study
emphasizes the value of AI systems being transparent and interpretable
in order to promote trust and enable data-driven decision-making in
CRM contexts.

Keywords: Explainable AI · XAI · SHAP · LIME · ELI5 · Transparency
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1 Introduction

In today’s competitive business environment, customer relationship management
(CRM) platforms play a pivotal role in monitoring and enhancing marketing,
sales, and contact optimization. However, organizations have the difficulty of
extracting valuable insights and maximizing the value of this information as the
volume of client data continues to rise exponentially. For CRM platforms to
succeed now, they must use cutting-edge AI techniques. Effectively analyzing
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enormous volumes of data, discovering previously unseen trends, and providing
meaningful recommendations are all made possible by AI in CRM systems [1].
Businesses may now provide individualized experiences for a large number of
customers thanks to AI-powered algorithms that can learn individual tastes, an-
ticipate purchases, and customize interactions. By streamlining customer interac-
tions and accessing previously unattainable insights, new CRM technologies are
enabling organizations to drive the effectiveness of their marketing campaigns.

The reasoning processes of traditional AI models, like deep neural networks,
are often difficult to decipher due to their opaque operation. The broad use of
AI in vital areas where transparency and responsibility are paramount may be
impeded by this inability to be understood. Conversely, XAI approaches aim to
shed light on the reasoning behind AI decisions in order to promote transparency
and aid humans in understanding the underlying dynamics. By letting users
comprehend and evaluate AI-generated results, XAI bolsters ethical decision-
making, promotes trust, and assists with regulatory compliance [2].

XAI’s insights on customer behavior, segmentation, and personalized recom-
mendations can have a substantial impact on businesses in the CRM space. For
instance, XAI methods can be used in customer churn prediction to help explain
why a given client is at risk of leaving [3]. Businesses can take specific measures
to keep clients whose engagement or sentiment has dropped after learning the
variables that contributed to the projection. Lead scoring is another area where
XAI might be useful; this is the process by which prospective clients are given
a score depending on how likely they are to become paying customers [4]. Busi-
nesses can better comprehend the decision-making process and improve their
lead qualifying tactics if they are provided with an explanation of the aspects
and patterns contributing to the scoring. With this additional context, firms are
better able to make decisions that boost customer relationship management and
the efficiency of their CRM initiatives.

The contributions of this study are two-fold. Starting with a CRM campaign
dataset, it analyzes three explainable AI methods: SHAP, LIME, and ELI5. The
objective of this paper is to utilize these methods in order to clarify the factors
that impact customers’ choices to interact with campaign content. In order to
shed light on the elements that contribute to accurate targeting, this investiga-
tion dives further than typical black-box AI models into the underlying features’
interpretability. Additionally, the study contributes to CRM and marketing by
offering a logical structure for understanding customer behavior. To bridge the
knowledge gap between humans and AI-driven decisions, tools like SHAP, LIME,
and ELI5 are helpful. Organisations can enhance their targeting strategies and
the overall success of their campaigns by gaining a better understanding of the
variables driving customer engagement with explanations that are easy to digest.

2 Related Work

The emergence of XAI in recent times has provided businesses with novel oppor-
tunities to improve the transparency and effectiveness of CRM systems. This en-
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ables them to gain actionable insights and establish customer confidence through
decision-making processes that are comprehensible and interpretable. By inte-
grating XAI techniques, CRM-based solutions empower organizations to not only
generate accurate predictions of customer preferences and behavior but also to
provide rationales for those predictions that are easily understood. Haag et al.
[5] provide a rationale for their investigation into the use of XAI for cross-selling
in the energy retail industry. They highlight the potential of machine learning to
improve business outcomes with an accuracy rate of 86% (AUC), which would
result in significantly greater comprehension and implementation. They conduct
a case study of the SHAP XAI method using data from an energy provider in
order to assess how well it explains ML predictions. The results of their research
illustrate the soundness and consistency of SHAP’s explanations, thereby poten-
tially enhancing the confidence of sales personnel and facilitating more accurate
cross-purchase predictions.

A different initiative sought to improve the predictability and understand-
ability of Credit Risk Models proposed by Torrent et al. [6]. In order to train an
explainable ML model for use with databases related to banking, this project
will make use of open data. After adjusting the hyperparameters, the authors
found that, out of all the proven models, CatBoost performed the best, with
an implementation producing a GINI of 0.68. The 20 most important features
were identified using the SHAP software, and a complete model that is easy
for humans to understand was presented, illustrating the global and local re-
lationships between an individual’s attributes and the model’s prediction. One
such initiative that aims to apply XAI methods in commercial contexts is the
XMANAI project [7]. The authors of this study endorse the XAI methodology
and the points of view expressed in it, and they also provide a groundbreaking
XAI Platform that caters to the specific needs and peculiarities of the manufac-
turing sector. Following ethical principles, the XMANAI approach advances the
state-of-the-art by offering practical and transparent methods for creating, train-
ing, and validating a catalog of interoperable XAI models that are hybrid and
graph-based. These models can be applied to a variety of manufacturing prob-
lems. The major contribution of this research is a trustworthy, human-centered
approach to XAI in manufacturing. This approach improves human cognition,
builds confidence in the technology, and provides value-based explanations for
the data, models, and outcomes.

Eswarapu et al. [8] introduced a framework for integrated customer analytics
in telecommunications, which utilizes explainability and AutoML. The study’s
overarching goal is to provide a flexible and intuitive machine-learning paradigm
for consumer data analysis. These predictions and explanations are made using
XAI, H2O AutoML, and K-Means segmentation. In terms of lowering customer
turnover and increasing retention rates, the results show that the framework is
useful. The main contributions of the study are the thorough consumer analysis
framework and the use of state-of-the-art tools such as AutoML and XAI to gen-
erate accurate predictions and explanations. A recent systematic review paper
authored by Owens et al. [9] describes the use of XAI in the insurance industry.
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Discussed are related publications on the subject as well as the effects of XAI on
the insurance value chain (IVC) and related taxonomies. The methodology used
to gather and analyze relevant data on XAI use along the IVC is detailed, along
with the results of the literature review that focused on AI approaches in a sys-
tematically selected sample, according to the stated XAI criteria. In this work,
the authors concentrate on the explainability of AI applications along the IVC
and provide a novel evaluation of the review’s results regarding the frequency of
XAI along the IVC. Following an exhaustive review of the related literature, the
article concludes by outlining critical factors to keep in mind when planning for
the future of XAI in insurance operations.

Maŕın Dı́az et al.’s research [10] emphasizes the importance of predicting
client attrition in a Business-to-Business (B2B) scenario using machine learn-
ing models. The demand for more accurate and interpretable models is what
prompted this investigation of client turnover in business-to-business settings.
When interpreting the choices produced by black box algorithms, the authors
use an agnostic interpretability methodology that is then applied to the problem
at hand. The RFID model and the client’s history of contact with the company
are used to form an evaluation of the consumer. The study’s primary contribu-
tions are the implementation of ML models dedicated to customer churn rate
prediction in B2B settings and the deployment of an agnostic interpretability
technique that is applicable to any predictive model in B2B or B2C settings. Us-
ing a one-of-a-kind dataset of unsecured consumer loans offered by a Norwegian
bank, de Lange et al. propose an XAI model for bank credit evaluation [11]. The
authors test their Gradient Boosting Decision Trees utilizing LightGBM XAI
model against a classic logistic regression model and compare the results. They
also analyze each variable’s importance in predicting default and the possible
financial benefits of a more accurate credit scoring system. Because it allows
models to analyze larger datasets and produce more visible and interpretable
findings, the scientists believe their XAI model can improve credit scoring. The
outcomes favor the XAI model over the LR model for both prediction accuracy
and clarity of results. The authors do admit, however, that further work is re-
quired to fine-tune the LightGBM models’ calibration and to test out alternative
tree-based models using XAI on a wide range of bank data.

A different approach is taken by another XAI study [12], which applies com-
munity discovery methods and graph theory to medical recommender systems.
By taking into account the views of the most powerful users and applying this
data to address the cold start problem, the authors aim to enhance the preci-
sion of medical advice. After applying two community detection algorithms to
the user and physician graphs, they utilize the overlapping community graph
to determine the final recommendation’s weight. When compared to employing
each community detection algorithm separately, the suggested method achieves
better accuracy (93.06) and precision (88.34).
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3 Methodology

This study’s methodology delves into the application of explainable AI methods
such as SHAP, LIME, and ELI5 to the analysis of CRM campaign results. Ex-
amining a dataset that records customers’ interactions with campaign content
as interested or not is the goal in order to discover key characteristics that show
successfully targeted ads.

3.1 Dataset

The experiments’ dataset was provided by Next4Biz, the market leader in the
Turkish CSM, CRM, and BPM software industries. This dataset contains 315,121
records and 19 attributes related to commercial clients. Examples of such vari-
ables include customers’ names, email addresses, job titles, and the dates of their
businesses’ founding. Duplicate column removal was the initial step in cleaning
up the dataset. We next divided the incorporation dates into five sets, with each
set representing a twenty-year period. We used this method to classify every at-
tribute in the dataset. Upon completion of the encodings, data imputation was
employed to fill in any missing values in the dataset. To prepare the data for the
techniques we were going to use, one-hot encoding was finally applied.

Out of a total of 253 features, the target variable ”is-clicked” indicates
whether a client has clicked on a campaign link or not. A custom parser script
was added to the dataset, allowing us to raise the feature count to 6,734. We
aimed to determine how the campaign performance was affected by the values in
the special fields utilized to define CRM customers. The ability to identify users
based on their domain-specific information is what makes these additional fields
possible in the Next4biz CRM system. We broadened our focus by incorporating
a large amount of data from the public domain into the dataset. Many instances
of the target variable were null, suggesting that customers did not click on the
link to engage with the campaign. The dataset orignally contained 5,421,542
samples, or about 98 times more occurrences of 0 than occurrences of 1. To ad-
dress this class disparity, we employed undersampling by dividing the dataset
in half, with 131,650 samples in each half. Then, using supplementary consumer
data as customer segments, we further divided the entire client base into eleven
groups using the k-means clustering algorithm.

3.2 Predictive model

In this research, we use a Random Forest Ensemble model as our machine learn-
ing model, and we adjust it by utilizing a grid search to exhaustively search for
the most effective values for each of the algorithm’s parameters. Among machine
learning algorithms, the Random Forest approach is widely employed for such
research since it provides respectable performance relative to other options, and
the model’s performance may be considerably improved through fine-tuning.
There are 105320 rows used in the training process, and 26330 rows used in the
validation. A data distribution of 8:2 between training and testing sets is typical
and allows for fair comparisons of model abilities.
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4 Results

4.1 Predictive performance

The initial step is to validate a black-box prediction model. The model provides
a respectable cross-validated accuracy of 87%, making it a reasonably usable
model for such a study. Precision and f1-score of 87% show that the model does
not discriminate between the two distinct classes and the recall of 88% alongside
the ROC curve support this even further. Despite the fact that this performance
was enough for the campaign prediction evaluation, we did not work with the
complete dataset due to its underestimation for explainability.

4.2 SHAP explanation of predictions

SHAP (SHapley Additive exPlanations) is a technique used to explain why a
machine learning model makes certain predictions. SHAP is an approach that
provides the explanation of black box models, such as deep learning and ensemble
methods. The SHAP approach can produce local and global explanations and
feature importance outputs using the Shapley value [13]. In Figures 1.a) and
1.b), we present dot plots of our binary classes 0 and 1 (is clicked), derived from
SHAP values, to better illustrate the local values of the calculated according to
the SHAP explanation. By allowing dots to stack up when they don’t align, the
pictures show a combination of a scatter plot and density estimate. One data
point from the provided dataset is represented by each dot. The implication of
the feature on the category is displayed along the horizontal X axis. The length
of the tail has a greater effect on the model’s classification if it is interpretable.

Comparison of the two figures is an appropriate initial step before looking at
the global scores. The main distinction between the two is that Figure Figure 1.a)
shows clients who did not make a decision, whereas Figure Figure 1.b) depicts the
inverse scenario. At first glance, these figures follow a similar trend, since they
represent the top two attributes with the highest global measurement values.
Upon further examination, however, it is clear that the classes share some of the
most important traits, yet in a different order of importance and with different
traits visible on the graphs’ spectra. Even though the two competing classes’
feature importance levels are usually different, this might be seen as a natural
convergence of those levels. The campaign’s participants were divided into three
groups: the chemical, financial, and machinery sectors.

Notably, the Chemistry sector has the highest significance with a remarkable
value of 7.45E+26, indicating that it has a significant impact on the model’s
decision-making process (see Fig. 2. This is followed by terms with importance
values of 6.42E+26 and 5.70E+26, respectively: machinery and customs. The im-
portance values for succeeding features, such as packing and publishing, decrease
progressively. These feature importances help us comprehend which factors are
most influential in predicting outcomes and can guide subsequent analysis and
decision-making. By incorporating these insights, we can improve the inter-
pretability and explainability of our model, paving the way for better-informed
and more effective decision-making across multiple domains.
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Fig. 1. Bee swarm plot of SHAP value magnitude for a) Campaign Non-responders
and b) Campaign Responders

4.3 LIME explanation of predictions

Local Interpretable Model-agnostic Explanations (LIME) is a simple and acces-
sible XAI. Ribeiro et al. [14] proposed the LIME approach to explain supervised
learning models. This approach is advantageous as it is suitable to work with
all supervised learning algorithms. The LIME approach allows overfitting to be
detected based on data quality issues, thanks to the local prediction explana-
tion for each instance [15]. It provides model agnosticism where it treats a given
model as a separate black box allowing it to handle any given available model.
It also gives local explanations where each individual explanation is centered
around the individual instance. Despite LIME explaining each instance individ-
ually, to understand the explanations and feature importance scores that comes
from the data alongside understanding the overall influence and the implications
the said influence has on the models prediction making process, it is necessary to
look at not each individual explanation but the cumulative explanation of each
individual instance combined.

When all features are considered, the feature that has the greatest impact
on the model’s prediction making is being in the healthcare sector, with a re-
markably high importance of 3.718866. Following the most important feature,
the scores for its significance fall predictably, falling within the range of the top
20 most important features with a standard deviation of 0.626. Aside from the
primary function, the exclusion of certain businesses from the intended users also
plays a role. We have anonymized these company names within the scope of the
article. In terms of the workforce, it’s clear that the Construction, Technology,
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Fig. 2. Rich summaries of entire model based on SHAP

and Education target audiences impact the final product. Similarly, success is
impacted by the target audience, which does not possess certain personal traits.
To exclude customers with a specific attribute, use the Person Tag X Exclude
attribute. For the purposes of this paper, these traits are considered personally
identifiable information. The impact of occupational groups is addressed in the
last point. The inclusion of an Account Manager, for example, slightly enhances
the model. This is what separates different types of professions. The feature
importance values mentioned above are clearly the most important ones avail-
able shown in Figure 3. These values serve as a helpful guide for investigating
the model’s decision-making process and conducting additional research on the
model’s predictions.

Fig. 3. Bar chart of the average LIME value magnitude of feature importance
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4.4 ELI5 explanation of predictions

ELI5 [16] is a Python XAI Framework licensed by MIT to aid in the debugging
of machine learning classifiers and provide clear explanations for their predic-
tions. It is important to mention a shortcoming of the ELI5 model: it does not
provide assistance for model-agnostic interpretations. It is only effective for lin-
ear/parametric and tree-based models. In addition to the traditional tree models
in the sci-kit-learn library, it can also explain current tree models such as XG-
Boost, LightGBM, and CatBoost. ELI5 can produce ready-made outputs for
simple cases and is revisable for specific and complex problems other than sim-
ple cases. ELI5 deploys a feature-based weight assignment technique to create a
tree map explaining holistic and individual predictions [17]. The ELI5 algorithm
showed that only 11 features contributed significantly to the model. Among
these 11 features, 9 contain the sector information of the receiver to which the
notification is sent. Food, Logistics, Banking, Construction, Machines, Cables,
Telecommunication, Packaging, and Textile are the industries ranked from most
important to least according to the ELI5 feature importance value. Two other
features are an option to exclude individuals based on their responses to previ-
ously posted content and an option to exclude employees of a company. The ELI5
algorithm’s explanations highlight the significance of industry tags in submitting
successful campaigns.

Fig. 4. Bar chart of the average ELI5 value magnitude of feature importance

5 Conclusion

Explanatory AI approaches can, in conclusion, enhance the targeting strategies
of CRM campaigns, as demonstrated by this research. Establish precise justifi-
cations for these findings while distinguishing the fundamental attributes that
serve as indicators of effective targeting. By utilizing SHAP, LIME, and ELI5
techniques, this research advances the interpretability of CRM campaign data
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beyond the capabilities of conventional black-box AI models. A practical rec-
ommendation was provided to organizations seeking to enhance their marketing
strategies based on the identification of influential consumer engagement ele-
ments from a real-world dataset using SHAP, LIME, and ELI5. Our findings
indicate that several factors significantly influence a customer’s decision to en-
gage with a campaign: the content of an email, demographic information, and
purchasing history.

These results may have significant implications for businesses who want to
enhance the efficiency of their CRM initiatives by better targeting their audi-
ences. Companies may better analyze client behavior and adjust their marketing
strategies by using explainable AI. The findings shed light on the determinants
of click-through rates, allowing businesses to better serve their customers. These
features’ interpretability allows businesses to fine-tune their targeting tactics
and raise the efficiency of their campaigns. There are many potential directions
for research in the future. The use of alternative explainable AI approaches and
a comparison of their efficacy in assessing CRM campaign data is a potential
direction to investigate. Research on the effect of various email content types on
customer engagement and the identification of best practices for creating success-
ful campaigns could also be pursued. This research has proven that explainable
AI has the potential to revolutionize the way firms handle customer relationship
management. Businesses can get ahead in today’s dynamic market by adopt-
ing these approaches and using the information they yield. Companies that are
looking to improve their CRM tactics might benefit from this research. XAI
aproaches provide clear explanations that enable businesses to fine-tune their
targeting strategies, enhance client interaction, and boost marketing efficiency.

Future investigations in this field may focus on various approaches to aug-
ment our comprehension and application of XAI techniques in scrutinizing CRM
campaign data. Firstly, by examining the integration of various XAI methodolo-
gies, a more thorough comprehension of the fundamental elements that impact
the effectiveness of a campaign may be achieved. This approach has the ability to
reveal intricate connections between distinct indicators. In addition, performing
longitudinal studies to examine the evolution of these indicators over time and
their influence on campaign performance could provide significant insights for
creating flexible and responsive campaign tactics. Moreover, doing research on
the scalability and generalizability of XAI techniques across various industries or
marketing settings could provide evidence to support their practicality beyond
individual case studies. Furthermore, exploring the advancement of automated
decision-making systems utilizing XAI data could simplify campaign optimiza-
tion processes and improve efficiency in resource allocation. Finally, integrating
specialized knowledge in a certain field and input from individuals with a vested
interest in the outcome of explainable artificial intelligence (XAI) findings could
enhance the congruence between analytical discoveries and practical marketing
tactics. In conclusion, future research in this field shows potential for enhancing
both the theoretical comprehension and practical utilization of XAI in CRM
campaign optimization.
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